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Abstract 

Global sensitivity analysis (GSA) is a very useful tool to evaluate the influence of input variables in the 

whole distribution range. The interactive influences have been taken into consideration in GSA. The 

variance-based GSA was proposed by Sobol’ according to ANOVA decomposition 
[1]
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where the input variables are x=(x1, x2, …, xn)
T
. Furthermore, through a complete basis set of 

orthonormal polynomials function, random sampling high dimensional model representation (HDMR) 

can be used to solve the Sobol’ first and second order global sensitivity indices 
[2]
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where m1, m2, m3 are suitable maximum orders. And coefficients i

p , ij

pq  are calculated by random 

sampling as follows: 
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However, the flaws of classical HDMR method cannot be ignored. For instance, it needs a large 

number of samples N to calculate the decomposition coefficients and cannot calculate high order 

sensitivity indices. The group method of data handling(GMDH) is a family of inductive algorithms for 

computer-based mathematical modeling of multi-parametric datasets that features fully automatic 

structural and parametric optimization of models. In order to improve the GMDH, neural network 

algorithm are integrated to generate the assured function description of the nonlinear model with high 

precision using a relative small samples
[3]

.Besides, the IGMDH algorithm has a fixed number of layers 

which cannot exceed 3. 

Thus, we consider to combine the improved group method of data handling (IGMDH) with HDMR for 

calculating the coefficients more efficiently. The main procedures of the IGMDH-HDMR method that 

we proposed are presented in Figure 1, and the structure of it is shown in Figure 2. The metamodeling 

of IGMDH-HDMR is: 
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As a result, Sobol’ sensitivity indices can be calculated by the derived coefficients: 
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where total variance is calculated as: 
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Here are the details of how to choose the maximal order. Assume pmax =m1 and calculate the 

global sensitivity at different order. Thus we can get a series of ˆ ˆ ˆ ˆ, , ,
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The neurons whose order exceed the maximal value will be deleted.  

Finally, the Ishigami function is considered, which is a highly nonlinear function of three 

inputs:        2 4

1 2 3 1
sin 7sin 0.1 sin ,f x x x x  x where xi (i=1,2,3) are uniformly distributed on 

the interval  ,  . And the comparisons of Sobol’ indices obtained from IGMDH-HDMR with 

HDMR are listed in Figure 3. It is obvious that both precision and convergence of the IGMDH-HDMR 

method are higher than those of the RS-HDMR method. 
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Fig. 2 Structure of the improved GMDH neural network 
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Fig. 3 Comparison between of Sobol’ indices obtained 

from GMDH-HDMR with RS-HDMR 

 

Fig. 1 The flowchart of GMDH-HDMR  

 


